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Overview
e Basics of a Bus and SoC/On-chip Busses
e AMBA 2.0 and 3.0 - AHB, APB and AXI Protocols
e |IBM Core Connect Bus — PLB and OPB
e Avalon Bus
e StBus (STMicroelectronics)

Chapter 5: Computer System Design — System on Chip by M.J. Flyan and W. Luk
Chapter 3: On-Chip Communication Architectures — SoC Interconnect by S. Pasricha & N. Dutt



SoC Integration and Interconnect
Architectures

* SoC Integration is the most important part of
SoC design.
" Integration of IP cores.
" The method connect the IP cores.
= Maximize the reuse of design to lower cost.

e SoC Interconnect Architectures

= Bus-based Interconnection.

= NoC: Network on Chip that hides the physical
interconnects from the designer.
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Actel SmartFusion system/bus




SoC Bus Architectures

Technology AMBA AXI (AMEA 3)
Company ARM ARM

Core type Soft’hard  Soft/hard

Architecture Bus Unidirectional channels
Bus width 81024 81024

Frequency 200MHz 400MHz*

Maximum BW (GB/s) 3 b.4%*

Minimum latency (ns) 3 2.5%

CoreConnect
IBEM

Soft

Bus

32/64/128
100400MHz
2.5-24

15

*As implemented in the ARM PL330 high-speed controller.
BW, bandwidth.

HW Area for a Slave
Standard Speed (MHz) Area (rbe™)
AMBA (implementation dependent) 166-400 175,000
CoreConnect 66/133/183 160,000

*rbe = register bit equivalent: estimates are approximate and vary by implementation.
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On-Chip Busses

AMBA 2.0, 3.0 (ARM)
CoreConnect (IBM)

STBus (STMicroelectronics)

Sonics Smart Interconnect (Sonics)
Wishbone (Opencore)

Avalon (Altera)

Pl Bus (OMI)

MARBLE (Univ. of Manchester)
CoreFrame (PalmChip)




AMBA 2.0

High performance High bandwidth
ARM processor on-chip RAM

High banchwidth
extarnal meamaory
interfaca

AMEA AHB

* High performance
* Pipelined oparation
* Multiple bus mastars

* Burst transfers
* Split transactions

B LUART Timer
R
AHE or ASE | APB
[
G
E Keypad PIO
DMA bus
master AHE to APE bridge
or
ASBE to APEB bridge
AMBA ASE AMBA APB
* High performancea * Low power
* Pipelined oparation * Latched address and control
* Multiple bus mastars " Simple intarface

* Suitable for many peripharals

G. Khan

SoC Bus Interconnexion Structures

Page: 6



AMBA Busses

Advanced Microcontroller Bus Architecture

Actually three standards: |APB| AHB| and AXI
AHB — Advanced High-Performance Bus

* Pipelining of Address / Data

= Split Transactions

= Multiple Masters
APB — Advanced Peripheral Bus

= Low Power / Bandwidth Peripheral Bus

Very commonly used for commercial IP cores

’ G. Khan SoC Bus Interconnexion Structures
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APB Bus

A simple bus that is easy to work with
L_ow-cost

Low-power

Low-complexity

Low-bandwidth

Non-pipelined

|deal for peripherals




APB bus state machine

* IDLE
= Default APB state

 SETUP

* When transfer required PSELx =0

"“-\\

No transfer
IDLE

PENABLE =0

= PSELx is asserted

Only one cycle

Transfer

* ACCESS

= PENABLE is asserted PREADY =1 Gggfﬂ -

= Addr, write, select, and transfer @AELE 0 \
write data remain stable PREADY = 1

= Stay if PREADY = L I ~ and transter

= Goto IDLE if PREADY = H v . |
and no more data //;CCEE_S PREADY =0

= Goto SETUP is PREADY = H PENABLE - 1
and more data pending — —

G. Khan
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Notations

Clockl | ]

HIGH to LDW ". \

Transient! "l.,lr

HIGHLOW to HlszQ’J

Bus EtEIh|E§

Bus to high impedanﬂei

Bus ﬂhangem
High impedance to stable bus —D{
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APB bus States

* |IDLE
= Default APB state

* SETUP

When transfer required

= PSELx is asserted 0 = - 3 T4
= Only one cycle PCLK
* ACCESS PADDR | 0 " Addr 1

= PENABLE is asserted PWRITE 7
write data fomain stable PR W

= Stay if PREADY =L PENABLE S/ |\ e—

" Goto IDLE if PREADY=H  PWDATA )} SEECCEE ) O
and no more data pREADﬁ T U

" Goto SETUP is PREADY Setup  Access |
is H and more data Phase Phase

pending

G. Khan
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APB Signals

PCLK: bus clock source (rising-edge triggered)

PRESETN: bus (and typically system) reset signal (active
ow)

PADDR: APB address bus (can be up to 32-bits wide)
PSELX: select line for each slave device

PENABLE: indicates the 2" and subsequent cycles of an
APB xfer

PWRITE: indicates transfer direction (Write=H, Read=L)
PWDATA: write data bus (can be up to 32-bits wide)
PREADY: used to extend a transfer
PRDATA: read data bus (can be up to 32-bits wide)
PSLVERR: indicates a transfer error

(OKAY=L, ERROR=H)




APB bus Signals

* PCLK T0 T1 T2 T T4
Clock PCLK | |
PADDR PADDR | X I Addr1 | E
Address on bus
. PWRITE QRIE, 7 i i
1=Write, PSEL | [ i A !
0=Read PENABLE ! i [T T\ i
* PWDATA PWDATA | EX:X Oata 1 gx x :
* Data written to } T 1 t i
PREADY I I | |
the 1/0 device. ! : :z7 !“
* Supplied by
the bus
master/processor.

G. Khan SoC Bus Interconnexion Structures Page: 13



APB bus signals

 PSEL
= Asserted if the current bus
transaction is targeted to TO T1 T2 T3 T4
. . L |
this device POLK | i
° / 2 - . -
PENABLE . SRR i
= High during entire
transaction other than the  PWRITE ¥/ . . .
first cycle. oy i l : E i
 PREADY | | ; j S—
= Driven by target. Similar PENABLE/ : L i \\ ?
to our #ACK. Indicates if : ! ' . .
the ta rget is ready to do PWDATA E gﬂ U:ata 1 ED E
transaction. PREADY : : :U E‘D |
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A Write Transfer - No Wait States

Setup phase begins
with this rising edge

TO T1 T2 T3 T4
PCLK! ‘

PADDR ! N T Addr 1

PWF{ITE% Iy

A

PSEL? éff 5
PENABLE ! é [T 0

PWDATA ! e Data 1 Y

PREADY : é Wi 0
; " Setup  Access
Phase Phase

G. Khan
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A Write Transfer with Wait States

Wait as Peripheral
is not ready

TO T1 T2 T3 T4 TS5 T6

PADDR! é{} é " Adar1 .
PWRITE | 77 | | '

PENABLE | § [T g g AN §
HNDAIH% é(} ; ﬁma1 é é{:ﬁ é
Setup Wait Wait  Access
Phase  State State Phase

PREADY | é éﬂ\
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A Read Transfer - No Wait States

Setup phase begins
with this rising edge

!

TO T T2 T3 T4
PCLK ]|

PADDR | 0 — Addr1 .

HNRHE% %\H

1

PENABLE | éff A\

i Data1§]l: |
PREADY% % [ é\\

Setup | Access '
Phase Phase

PSEL 0

PRDATA! )
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A Read Transfer with Wait States

T0 T1 T2 T3 T4 15
PCLK/

L,

PADDR! 0 - Addr1 |
PWRITE \\ | | |

PSEL% I/

PENABLE | 7

PRDATA I | | | Data 1

AT

PREADY n 0,

Setu Wait Access

Phase  “rote Phase
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AHB Bus

centralized arbitration / decode

Arbitar
HADDR
HADDR HWDATA Slava
#1
Master HWDATA HRDATA
#1
HRDOATA
HADDR
1 HADDR HWDATA Slava
#2
Master | HWDATA Addhass and HRDATA
#2 HADATA control mu |
| ﬁ} HADDR
HADDR ’) HWDATA Slava
#3
Misatgr HWDATA Write data mux HADATA
 HRDATA Road data mu
] HADDR
HWDATA Slava
#4
HRDATA
Dacodar

 one unidirectional
address bus (HADDR)

* two unidirectional
data buses (HWDATA,
HRDATA)

At any time only one
active data bus

G. Khan
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Simple AHB Transfer

no Wait State Address phase Data phase

=i L o

HCLK

HADDR[31:0] :><:>< A >Z)< ><:><:
oo DO POC—POC
o N NICEOC
HREADY }jx / ;’f 1%., $—
HRDATA[31:0] _><:;\< >f: ﬂ; EEEEE XI
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AHB-Lite Bus Master/Slave Interface
AHB-Lite: Single Master

Global signals
HCLK
HRESETN
Master out/Slave in
HADDR (address)

HWDATA (write
data) Control
« HWRITE
- HSIZE
« HBURST
« HPROT
« HTRANS

« HMASTLOCK
Slave out/Master in
HRDATA (read data)
HREADY
HRESP

e HA DDR[31 10 s

Transfer HREEADY — HWRITE—»
Mesponse & HRESP———= e 5 L7 [ [2 2 ()] e
Global ,——HRESETn—»  aster  =——=HPROT[3:0]—
signals \__ HCLK 2 e H T RANS [ 20 ] i
——HMASTLOCK —»__/
Data  ===HRDATA[31:0] = e H WD ATA[31:0] =
Select HSELx—
e H ADDR[31: 0] =
HWRITE—
e H 5 [ E [ 2 ()] i —HREADYOUT—
Address e H B LIRS T[22 0] i HRESP—»
and control s [ P RO T3 2 ] i AHEBE-Lite
—HTRANS[1:0]=  gave
—HMASTLOCK —»
. ———HREADY —»
Data  ===HWDATA[31:0] = e H RDATA[31:0] =
Global /" ——HRESETn—
signals HC LK——

Address
and ocontrol

Data

Transfer
response

Data




AHB-LITE Signals

Global Signals
e HCLK: the bus clock source (rising-edge triggered)
 HRESETN: the bus (and system) reset signal (active low)
Master out/slave in
« HADDRI[31:0]: the 32-bit system address bus
e HWDATA[31:0]: the system write data bus
e Control

HWRITE: indicates transfer direction (Write=1, Read=0)
HSIZE[2:0]: indicates size of transfer (byte, halfword, or word)
HBURST[2:0]: indicates single or burst transfer (1, 4, 8, 16 beats)

HPROT[3:0]: provides protection information (e.g. | or D; user or
handler)

HTRANS: indicates current transfer type (e.g. idle, busy, nonseq, seq)
HMASTLOCK: indicates a locked (atomic) transfer sequence

Slave out/master in
= HRDATA[31:0]: the slave read data bus

= HREADY: indicates previous transfer is complete
= HRESP: the transfer response (OKAY=0, ERROR=1)




Basic Read and Write — No Wait States

+—Address phase———»<4+—Data phase———»

HCLK | -
HADDR[31:0] | [} A ) B o
HWRITE | || fl o
HRDATA[31:0] | (¥ ! | Data (A): ()
HREADY | Y v L Pipelined
Address
& Data
. +———Address phase > Data phase > Transtr
HADDR[31:0] | [} A 0 B o
HWRITE | ] ) 9
HWDATA[31:0] | (X i Data (A) X
HREADY | V/ V Y
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HCLK

HADDR[24:0]

Cantral

HWDATA[21:0]

HREADY

HROATA[21:0]

Data transfer with slave wait states

Simple AHB Transfer

o O
DO e X O
L0 S ) O SR XX

™ |A T
) O S =N

G. Khan
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HCLK |

HADDR[31:0]
HWRITE
HRDATA[31:0]
HREADY

Read — Two Wait States

-+Address phase»« Data phase
R\ ¥
By ) f Data (A)
v

Two wait states
added by slave
by asserting
HREADY low

si=t=t=l

Valid data
produced

G. Khan
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Wait States Extend the Address Phase of
Next Transfer

Address stage of
the next transfer
IS also extended

T0 T1 T2 T3 T4 T5
HCLK _

HADDR[31:0] | fX A i B { C 0 o

HWRITE | | Write (A) | || Read(®) | [ Wiite (C) \! o

HRDATA[31:0] | ) {0 \ \ Data (B); )} 0C

HREADY | V \TY 2l V |

HWDATA[31:0] | ) 0 paaa) i\ / _pata©) Y
\ /

One wait state
added by slave
by asserting

HREADY low
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It inserts Wait cycle(s) by using HREADY

HCLK

HADDR[24:0]

Cartral

HWDATA[31:0]

HREALDY

HRDATA[31:0]

AHB Wait Cycles

Slave may not be ready to service the request

:_‘ Addrass phasa :

Data phase

0 0 X
O o DO X
A XX W X
N A7)
OC 0TI

< Data
i." YA I

G. Khan
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HCLK

HADDR[31:0]

Ciontrol

HWDATA[Z1:0]

HREALDY

HRDATA[Z1:0]

AHB Pipelining

;

A

Y a 1/O< :

Cartrod

LA Xj}:f

A

i f \
YO C— 0
Contral Control !
(B) E{ () :(_}\
Diata }( Diata

X

X

Y

=

o

(C)

Data
(A

X

X

Data
B

Data

(C)

[

BARER |

G. Khan
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AHB Pipelined Transactions

/

HR

i
=

SISEShSRS
|
B
g [
l::"ﬁ:
-
|

1

[/ Vv

HOLK | /
HADDR[3110] N A B )C)( C )ICX
_ /
— O ) O
HWDATA[31:0] ; ?:-351:;3 :( ){ D-.*"i“?

~ARRR

&
B
"_",_'.'.1-:: =

HIR DATA[31/0]

Data Data
{8y iCh

N
Transaction A Starts \
Transaction A Completes

Transaction B Starts
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AHB Pipelining with Burst

Address and data of consecutive transfers are
transmitted in the same clock cycle

1

HCLK
HADDR

HWDATA

2

3

<A1

A2

Xﬁ A3

-
@

—(;2




Transfer Types

Four types (HTRANS[1:0])
IDLE (00)

= No data transfer is required
= Slave must OKAY w/o waiting
= Slave must ignore IDLE

BUSY (01)
= |nsert idle cycles in a burst
Burst will continue afterward
Address/control reflects next transfer in burst
= Slave must OKAY w/o waiting
= Slave must ignore BUSY

NONSEQ (10)
= |ndicates single transfer or first transfer of a burst
= Address/control unrelated to prior transfers

SEQ (11)
= Remaining transfers in a burst
= Addr = prior addr + transfer size




AHB Pipelined Burst Transfers

HCLK

HTRANS[1:0]

HADDR[31:0]

HBURST[2:0]
HWRITE
HSIZE[2:0]
HPROT([3:0]

HWDATA[31:0]

HREADY

ik

S N

T2

i

T3

i

V{ NONSEQ

XX

sSEQ

mma

XX

HEEle

XX

INCR4

XX

Control for burs

SISE = Waor

XX

XX

Dat
[ 0x38)

-

X

{0344 )

Vv

A

[/

Vv

M|

ARRRER

Bursts cut down arbitration, handshaking time, improve performance

’ G. Khan
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4-beat Burst — Master Busy, Slave Wait

TO T1 T3 T4 5 T6 T7
HCLK | ] L
HTRANS[1:0] _[NONSEQ) (0 sea ) sea X SEQ 3 o
HADDR[31:0] [} 0x20 I ox24 Y oxes if) 0x2C | 48
HWRITE 1) A A il 8
HBURST[2:0] i} INCR KX o
HREADY ] V V [ \ 4 I V W
HRDATA[31:0] i} uf"’ \0X :[_;(J- | Data (0x28) Uf 0
Data {0x20)- Data {Ox24)" Data (0x2C)-

One wait state added by slave
by asserting HREADY low
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AHB Burst Types

HBURST[2:0] Type Description

Q00 SIMNGLE Single transfer

001 INCR Increameanting burst of unspecified length
010 WRHAP4 4-b=at wrapping burst

011 INC R4 4-b=at incremeanting burst

100 WRAPSE B-boat wrapping burst

101 INCR& B-beat incrementing burst

110 WRAP16 16-beat wrapping burst

111 INMCR16 16-beat incremeanting burst

 Burst of 1, 4, 8, 16 and undef. INCR bursts access sequential locations.
e.g. 0x64, 0x68, 0x6C, 0x70 for INCR4, transferring 4 byte data

Wrapping bursts: “wrap around” address if starting address is not aligned
to total no. of bytes in transfer. e.g. 0x64, 0x68, 0x6C, 0x60 for WRAP4 that
transfer 4 byte data. Another example, 0x34, 0x38, 0x3C, 0x30, .....

e Burst must not cross 1KB address boundaries.




AHB Control Signals

Transfer Direction: HWRITE — write transfer when high,

read transfer when low

Transfer Size: HSIZE[2:0] indicates the size of the transfer
HSIZE + HBURST determine wrapping boundary for WRAP

burst.
HSIZE[2] HSIZE[1] HSIZE[0] Size Description
0 0 0 3 bits Evte
0 0 1 15 bits Halfword
0 1 0 32 bits Word
0 1 1 64 bits
1 0 0 128 Ints d-word hine
1 0 1 256 bats S-word line
1 1 0 512 ts
1 1 1 1024 bits




WRAPA4:

T0 T T2 T3 T4 T5 T

4 Beat Wrapping Burst

|'l':|:'

HCLK | |

HTRANS[1:0] ‘G{MDMEEL}@; EiECJ JA_SEQ if} SEQ ﬂ

HADDRI[31:0] ﬂ 0x38

HWRITE _j

W Gx3C O 0x30 ) 0x34 I}

HBURST[2:0] [}
Hs1ze[20] )

HPROT[3:0] ¥

HREADY V

Data ( D)qEU}_ﬁ

HWDATA[31:0] _i{}

&f} DataE{UIEE} }C; o~ I X]. >

Data (0%3C)— ' Data (0%34)~

G. Khan
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INCR4: 4 Beat Incrementing Burst

T0 T1 T2 T3 T4 5 T6
HCLK _,& - ﬁ ] -
HTRANS[1:0] _éj@fnomsa:é'j@f EEEEJ )D SEQ \D: SEQ Q \D_
HADDR[31:0] _F@ 0x38 (} [!xEE ED 0x40 (j: 0x44 ‘.(} "8
HWRITE |} A A A |
HBURST[2:0] _0 INCR4

f
HSIZE[2:0] _Fr[) Word ;{} o
Vv

HPROT[3:0] ()

HREADY ‘u]’ \\ f/ U V

' Data (0%38). Data {0x40)_ |
HRDATAB1:0] ) i D T N Ll N
' ‘ Data{(0x3Cy ! Data {0x44)~ !
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WRAPS: 8-Beat Wrapping Burst

TO T1 T2 T3 T4 T5 6 T7 T8 T9
HCLK | | | | | | | | | L
NONSEQ, -
HTRANS[1:0] ) & ) sea ) sea [} sEa ) sea:[) sEa ) sea:[) sea )} 0
HADDR[31:0] () 0x34(} 0x38]) 0x3C)} 0x20)) 0x24) ) 0x28&) ) 0x2C) ) 0x30) ) 0
HWRITE {1\ A A A A A A A J e
HBURST[2:0] () WRAPS o o
HSIZE[2:0] i) Word ) 0
HPROT[3:0] i) o o
HREADY Y YL
1 Data ((x38) Data (Ux20)—, -. Data I_{[]_:I:-cP_E} _ Data (0x30)—,
SACT T S (O B N 1 1 S ) B Y B e
Data (Ox34) Data (Ox3C) Data (Ox24)— Data (0x2C)—
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INCRS8: 8-Beat Incrementing Burst for
Half-word Transfers

TO T1 T2 T3 T4 T5 T6 T7 T8 T9
HCLK L | | |

NONSEQ-, o .
HTRANS[1:0] )} & ) sea Y sea () seaif) seaf) sea Y} sea () sEQ i) 48
HADDR[31:0] i) 0x34 )} 0x3 &) uxasﬂ' 0x3A Y 0x3G(} 0x3E|} 0x40)} oxa2i( 0
weRITE T TV VY WV VW L0
HBURST[2:0] INCR8 0 0
Hs1zE[20] ) mﬁﬂmrdl 8 00
HPROT[3:0] |\ 0 0C
HREADY |/ V V V V v v Y V .
Data (0x 36)—, Data (Ox 3A)—, Data (Ox3E)—, Data (Ox4:2)—. B
HWDATA[31:0] [} > o~ 0 0> ~ 0= L Jie 0 XX

Data (Ox 34) Data (Ox38) Data (Ox3C)— Data (Ox40)—
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INCR: Undefined Incrementing Burst

HCLK
HTRANS[1:0]
HADDR([31:0]

HWRITE
HBURST[2:0]
HSIZE[2:0]
HPROT[3:0]
HREADY

HWDATA[31:0]

HRDATA[31:0]

TO T1 T2 T3 T4 T5 T6 T7
1 T A (N A A AN A N R
Yinonsea)) sea (f{NONSEQ) SEQ { sea i) 0
L 0x20 ) 0x22 pK 0x5C i) 0x60 Ll ox64 o
[," Write \.j' \l\_-\ Read ‘ﬁ .& Ll" '}C,l'r
i INCR 9 INCR o 10
_}DT' Haifword \D( Word ﬂ }C}Ii_
Y 9 X oL
V Y v | If V v !
B Data {[?J::-:::?‘_[?J}-hﬁ - . _
| G (S { G § G ) S ) S ) GE_—)
B Data (0x22)" Data (Gx5C) — Dgta (0x64)_
0 0 :( I O O
Data (Ox60)

G. Khan
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Multi-master AHB Requires a Multi-layer
Interconnect

Multi-master operation
« Must isolate masters

AHB-Lite

master 1 =Layer 1=

« Each master assigned
to layer

AHBAL ite:
miaster 2

* Interconnect arbitrates
slave accesses
Full crossbar switch
often not needed
 Slaves1, 2, 3are
shared
 Slaves 4,5 are local
to Master 2

AHB-L ite
slave 4

Multidayer
imterconnect

AHBA ite
slave 1

AHB-L ite:
slave 2

AHBA ite
slave 3

AHB-L ite
slawe 5




AMBA Bus Arbitration

Several masters and slaves are connected to AHB.
An arbiter decides which master will transfer data.

Data is transferred from a master to a slave in
bursts.

Any burst involves read/write of a sequence of
addresses.

The slave to service a burst is chosen depending on
the addresses (decided by a decoder).

AHB is connected to APB via a bus bridge.




Arbiter

AHB Arbitration

HMASTER]3:0]
HGRANT M1 Master | HADDR_M1[31:10]
2 #1
< HBREQ M1
HGRANT_M2 Master | HADDRE_M2[31:0] HADDR to all slaves
#2
HBREQ M2
ﬁ.u:lu:l-reaa and
control
rrvud il ecoor
HGRANT M3 Master | HADDR_M3[31:0]
i
HBREQ M3 #3

Page: 43
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HCLK
HBUSREQx
HGRANTX
HMASTER[3:0]
HADDR[31:0]
HWDATA[31:0]

HREADY

Arbitration Cost

Time for arbitration

Time for handshaking

T T2 T3 T4 5 T T7 T TS
Master assarts A nurmber of cycles latar ﬁggﬂﬁmwgi‘ﬁ ﬁ[sﬁi:ftﬂr ?Thh Address sampled and data
request arbiter asserts grant an are hig starts when HREADY high
< P« > 4 >4
[
p L
AF
g
« 8 #
pA
S
{ 4 A 8 Avd }'DC
£
EA
{
( A Data (Al ﬂ\:
1
AT
—m T 7w

G. Khan
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Request Grant Protocol

Performance Impact

T T2 T3 T4 TS T6
HCLK | 1 ] L [ The
Heusreax /| [] 8 > transaction
e e ) — proceeds
HMASTER][3:0] éﬁ Ri XX #1 /
HADDRJ[31:0] i \\ 00 A [0 a+e )O(‘é
HWDATA[31:0] i \\ [ )(pata(a )O(:

Before a transaction a master
makes a request to the central
arbiter
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AHB Split Transfers

Slave Arbiter Mew master
signals changes drives
T1 To split T3 grant Ta address Ts
=} b oo b
HCLK | | | |

HGRANT

/
HTRAN[1:0] ‘@ NONSEQ KX SEQ
hY
HADDR[31:0] }O( A /O( Ata

HBURST[2:0] )

ll —_lu
HWRITE I;, X:X Qontrol (A)
HSIZE[2:0] |

HPROT[3:0]

HREADY ii? 1;\

HRESP[1:0] % )l\ }( ){spm

\ /
IDLE )O\ NONSEGQ
XL e
Y
X:X Control (B)
Y
)-{ SPLIT | W okay

N R e e &
NN

* Improves bus utilization
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AHB Bus Matrix

AHB can be employed and implemented as a
bus matrix.

Masters Slaves

— Matrix Kriar
Output

. <>
) Input | - stage
stage S

Decode

— Arbiter
T Output  [=—>
_fj stage @
Decode | _
- Arbitar
T e

Input - — Output | < }@

' ——— stage

stage —

TS 7[ Arbiter
OQutput  |=
stage
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AHB-APB Bridge

PSEL1 \
PSEL2 . |
*  Selecls
System bus - |
slave interface PSELn -
PENABLE Strobe
APB >
bridge N
< PADDR Address
oo [proma =
PWRITE .
Reset PRESETn -
\ Clock PCLK . PWDATA Write data
High performance Low power (& performance)
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AMBA 3.0

Introduces AXI|

Support for separate read address, write address, read
data, write data, write response channels

Out of order transaction completion
Fixed mode burst support
» Useful for I/O peripherals

Advanced system cache support
* Specify if transaction is cacheable and buffer-able
 Specify attributes such as write-back/write-through

Enhanced protection support
* Secure/non-secure transaction specification

Exclusive access (for semaphore operations)
Register slice support for high frequency operation




AMBA AXI Read Channels

Gwenmsomedm;‘-\\\\\5i

Read address channel

Address

and
Independent control

—

interface interface
Read data channel

Read Read Read Read
data data data data

“— — — —

we itis /
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AMBA AXI Write Channels

I’m sending data. Please store it.

— _ — S
Write address channel
Address
Independent and
control
Here is the data.
Write data channe!
Master Write Write Write Write Slave
interface data data data data interface
Independent
—_ —> ——> —
Write response channel
Write
response
4_
| = |
| received that data correctly.
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AMBA AXI Write Channels

Independent

Independent

Sending data, store it.

Write address channel
Address
and
control
_ | L] | L] | L]
Write data channel
T T
Master Write Write Write Write Slave
interface data data data data interfac
_— —> —> —7>
Write response channel
Write
response
4_
| received

that data correctly.

channels synchronized

with ID # or “tags”
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AMBA AXI Flow-Control

pou | [ | Lh

Information moves

only when:

Source is Valid, and
Destination is Ready

On each channel the
master or slave can
limit the flow

Very flexible

INFORMATION )

VALID ZI‘

READY

AU

pok[ 1 L[

INFORMATION

-

VALID

—

READY [

INFORMATION [ |
VALID J
READY J

pa

-




AMBA AXI Read

Read Address Channel

10 T1 T2 13

19

T10

T11

T12

actk[ [ L[] N I
ARADDRITY 4 Y s Y : : : .
ARVALIDJ | |

ARREADY \ fJ  \ [ \ ; | | |
RDATA oo e b@2)(beo)(T T Yoe1)
RLAST 7\ I\
RVALID I\ m V m_

RREADY /i \ J 7 I 3 -
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AMBA AXI Write

Write Address Channel
T0 T1 T2 T3 T4 T5 6 7 T8 T9  T10
Ack| | | ] A T T B B
AWADDR | A ) |
AWVALID _Jf \\
AWREADY |\ i \
WDATA| Y\ bk ) ban { D(A2) ) D(A3) Write Data
WLAST ‘ f 7\ Channel
WVALID i | \ /f | \\
WREADY Jy Y 7 i I \
BRESP XOKAY;X
BVALID Jy v
BREADY / 1
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AHB vs. AXI Burst
AHB Burst

= Address and Data are locked together (a single
pipeline stage).

= HREADY controls intervals of address and data.

ADDRESS

DATA Dz2z

AXI Burst: one Address for entire burst

ADDRESS

DATA D11 D12 D13 .
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AHB vs. AXI Burst

AXI Burst

ADDRESS

RDATA

WDATA

* Simultaneous read, write transactions
* Better bus utilization

D2z D23 D3t
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AXI Out of Order Completion

With AHB

" If one slave is very slow, all data is held up
" SPLIT transactions provide very limited improvement

ADDRESS m

DATA

With AXI Burst
" Multiple outstanding addresses, out of order (OO)
completion allowed
" Fast slaves may return data ahead of slow slaves

ADDRESS

DATA
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AHB vs. AXI -Summary

AMBA 3.0 AXI

Channel-based specification, with five
separate channels for read address,
read data, write address, write data,
and write response enabling flexibility in
implementation.

AMBA 2.0 AHB

Explicit bus-based specification, with
single shared address bus and separate
read and write data buses.

Burst mode requires transmitting address
of only first data item on the bus.

Fequires transmitting address of every
data item transmitted on the bus.

OO transaction completion provides
native support for multiple, outstanding
transactions.

Simpler SPLIT transaction scheme
provides limited and rudimentary
outstanding transaction completion.

Fixed burst mode for memory mapped /0
peripherals.

Mo fixed burst mode.

Exclusive data access (semaphore
operation) support.

Mo exclusive access support.

Advanced security and cache hint
support.

Simple protection and cache hint
support.

Register slice support for timing isolation.

Mo inherent support for timing isolation.

Mative low-power clock control interface.

Mo low-power interface.

Default bus matrix topology support.

Default hierarchical bus topology
support.
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IBM CoreConnect On-Chip Bus

CoreConnect is an SoC Bus proposed by IBM having:

= PLB: Processor Local Bus, PLB Arbiter, PLB to OPB Bridge

= OPB: On-Chip Peripheral Bus, OPB Arbiter
= DCR: Device Control Register Bus and a Bridge

System
Core

System
Core

System
Core

On-Chip
Hlemury

DCR Bus

OCM FPU
‘ I/F \Prncussur I'F

DCR Bus

Peripheral
Core

Peripheral
Core

Auxiliary
Processor

I

G. Khan
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CoreConnect Advance Features

IBM CoreConnect Bus to support a variety of
applications

PLB: Fully synchronous, supports up to 8 masters
= Separate read/write data buses
= Burst transfers, variable and fixed-length, Pipelining
= DMA transfers and No on-chip tri-states required
= Qverlapped arbitration, programmable priority fairness

OPB: Fully synchronous, 32-bit address and data buses
= Support 1-cycle data transfers between master and slaves

= Arbitration for up to 4 OPB master peripherals
= Bridge function can be master on PLB or OPB

DCR: Provides fully synchronous movement of GPR data
between CPU and slave logic




CoreConnect Bus based SoC

!

SRAM/ROM | External

Peripheral |
Controller

i Bus Master
Controller

12C

UART UsB GPIO

OPB
EPU Arbiter

:

!

!

i+ 4

On-Chip Peripheral Bus (OPB) 32-bit

i

I

!

!

P(P:%'tq'ﬂ o Interrupt DPE DMA MAL =P 10/100 Ethernet

> st Data »| Controller | _| Bridge | _| Controller | _

T lT i I t Device

LB Control

Arbiter Processor Local Bus (PLB) 128-bit REEgiStEI‘

us
)
PC133/DDR133 |, | PCL-X | [ SRAM 1. | Custom|, | Clocﬁeéghtrnl

SDRAM Controller Bridge Controller Logic

!

SRAM

Power Mgmt




AMBA and CoreConnect SoC Buses

IBEM CoreConnect
Processor Local Bus

ARM AMBA 2.0
AMBA High-performance Bus

Bus Architecture

32-, 64- and 128-bits
Extendable to 256-bits

32-, 64-, and 128-bits

Data Buses

Separate Read and Write

Separate Read and Write

Key Capabilities

Multiple Bus Masters
4 Deep Read Pipelining
2 Deep Write Pipelining

Split Transactions
Burst Transfers
Line Transfers

Multiple Bus Masters
Pipelining
Split Transactions
Burst Transfers
Line Transfers

On-Chip Peripheral Bus

AMBA Advanced Peripheral Bus

Masters : . , .
Supported Supports Multiple Masters Single Master: The APB Bridge
Bridge Function Master on PLB or OPB APB Master Only
Data Buses Separate Read and Write Separate or 3-state




IBM CoreConnect

OPB
arbiter
Processor core l >
— v
@ Data Instruction DA | FLE to OPE OPBE to PLE
é cache unit | cache unit | | controller bridge — bridge DCR bus ‘L
o OPB
= I T I T l master
g _‘E Processor local bus OPB
® slave
. ‘
£ ; Internal
E External peripheral controller Memory controller peripheral
SRAM External External [ SDRAM DCRbus |
ROM peripheral | bus master controller [
PLB
. OPB
* Pipelined : DCR
* Low bandwidth
 Burst modes * Low throughput
. : * Burst mode
* Split transactions : * 1rlw=2cycles
: * Multiple Masters .
 Multiple masters * Ring type data bus
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Processor Local Bus (PLB)

High performance synchronous bus

Shared address, separate read and write data buses

Support for 32-bit address, 16, 32, 64, & 128-bit data bus widths
Dynamic bus sizing-byte, half-word, word, double-word transfers
Up to 16 masters and any number of slaves

AND-OR implementation structure

Variable or fixed length (16-64 byte) burst transfers

Pipelined transfers

SPLIT transfer support

Overlapped read and write transfers (up to 2 transfers per cycle)
Centralized arbiter

Locked transfer support for atomic accesses




Address cycle

PLB Transfer Phases

Request Transfer Address-acknowledge
phase phase phase
D | Transfer Data-acknowledge
ata cycle phase phase

Address and data phases are decoupled

G. Khan
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Overlapped PLB Transfers

SYS_plbClk
Read Wilite
1 1
Master A Req Xfar | AAck Rex ¥ier | AAck
| |
Read Write
1 1 1
1 1 1
Master B |Req! Xfor 18Ack Req Xfer | AAck
| | |
PriFeadB | Sec Read A | Priwrite B | Sec Write A
Address phase |  1Xfer NAck| Xier 1 AAck | Xfor 1 Adck | Xfer 1 Adck
1 1 II." 1 I_.-' Il 1 '\_\____
"' |" | — :
Write data phase | \ Xfer | DAck | Xfer 1 DAck (| Xfer | DAck | Xfer 1 DAck
\ \ | | | 1
"'-,lL e [ I
\\E T T R}" : :
Read data phase | Xfer 1 DAck | Xfar 1 DAck [i Mfer | DAck | Xfer 1 DAck
| |
1 1 | 1

PLB allows address and data buses to have different masters
at the same time

G. Khan SoC Bus Interconnexion Structures Page: 67



PLB Arbiter

Mastar Master Mastar
orts
P Slave parts Slave ports Slave
{ port { port { port
Addrass Write data Read data
path path path
b F F
DCRbUs — 4 h
interface . . W "
 E—— ) . atchdog < Slave
Bus contral unit N timer port
Mastar
ports

Bus Control Unit
= each master drives a 2-bit signal that encodes 4 priority levels

= jn case of a tie, arbiter uses static or RR scheme

Timer
= pre-empts long burst masters
= ensures high priority requests served with low latency




On-chip Peripheral Bus (OPB)

Synchronous bus to connect low performance
peripherals and reduce capacitive loading on PLB.
= Shared address bus, multiple data buses.
= Up to a 64-bit address bus width.
= 32- or 64-bit read, write data bus width support.
= Support for multiple masters.
= Bus parking (or locking) for reduced transfer latency.
= Sequential address transfers (burst mode).

= Dynamic bus sizing—byte, half-word, word, double-word
transfers.

= MUX-based (or AND—OR) structural implementation.
= Single cycle data transfer between OPB masters and slaves.
= Timeout capability for low-latency for important xfers.




Device Control Register (DCR) Bus

Low speed synchronous bus, used for on-chip device
configuration purposes

meant to off-load the PLB from lower performance status
and control read and write transfers

10-bit, up to 32-bit address bus

32-bit read and write data buses
4-cycle minimum read or write transfers
Slave bus timeout inhibit capability
Multi-master arbitration

Privileged and non-privileged transfers

Daisy-chain (serial) or distributed-OR (parallel) bus
topologies




Nios-Il CPU & Avalon Bus based System

Instruction Data
Master Master

I

Data
Flow

Avalon Bus Module

DMA Controller

Write Head
Master Master

Avalon Bus Module

)

[ 1

UART, PIO,
etc.

Arbitrator
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Avalon Bus

« Avalon bus is an active, on-chip bus architecture that
accommodate the SOPC environment.

» The interface to peripherals is synchronous with the Avalon
clock. Therefore, no complex, asynchronous handshaking and
acknowledge schemes are necessary.

« Multiplexers (not tri-state buffers) inside the bus determine
which signals drive which peripheral. Peripherals are never
required to tri-state their outputs.

Even when the peripheral is deselected

» The address, data and control signals use separate, dedicated
ports. It simplifies the design of peripherals as they don’t need
to decode address and data bus cycles as well as disable its
outputs when it is not selected.
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Avalon Bus Module Features

Data-Path Multiplexing - Multiplexers transfer data from
the selected slave peripheral to the appropriate master
peripheral.

Address Decoding - Produces chip-select signals for
each peripheral.

Wait-State Generation

Dynamic Bus Sizing

Interrupt-Priority Assignment - When one or more
slave peripherals generate interrupts.

Latent Transfer Capabilities

Streaming Read and Write Capabilities - The logic
required to allow streaming transfers between master-slave
pairs is contained inside the Avalon bus module.
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Avalon Bus Module

The Avalon bus module (an Avalon bus) is a unit of active logic that takes the
place of passive, metal bus lines on a physical PCB.

Control
S| avre

Nios CPU DMA Controller

Wit e R
Master Ilaster

It D
Master Master

Povalon Bus Module

Bus Signal Legend

InNrite Data T
- L,

Control =Sgnals

AP CoodDas

il Eflfnterfan:e ko

-chip desice
Slave

Slave

5 lawe

SDRAM Ethernet

Interface

Instruction

Memory Controller
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BUS System with Master Modules

automatically generated
"arbitration® Moclule

System S
X Y
| m] [ m | | m1] [ m2]
LS ] [ s | (s ]
A B C




Multi-Master: Avalon Bus Arbitration

Masters

Master 1
System CPU

Master 2
DMA
Controller

Slave (data memory) is shared
by two masters (Nios CPU and
DMA)

Frogram Data
Slaves LUART FIo Memary Memory
Multiplexer
M1 Address Arbitrator
Master 1 gﬂ "-"JritfteCDat-Eq | > sdddress
equest Contro
gﬂiﬂrﬂsﬂﬂ-es Lt : - Wirie Data o} Data L

A M2 Address : Control g} Memory
wiite Data e M2 Write Data >
u::.:.ntmf - Request Control

Master 2

DMA
Controller
Slave Read Data
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Slave Arbitrator

Avalon bus module contains one slave arbitrator for
each shared slave port. Slave arbitrator performs
the following.

 Defines control, address, and data paths from multiple master
ports to the slave port and specifies the arbitration mechanism
to use when multiple masters contend for a slave at the same
time.

« At any given time, selects which master port has access to the
slave port and forces all other contending masters (if any) to
wait, based on the arbitration assignments.

 Controls the slave port, based on the address, data, and control
signals presented by the currently selected master port.




Multi-Masters and Slaves

=1 Read Data & Control

MRS | Request
Logic

M1 Address, Write
Data & Control

fultiplexer

MRS | Request
Logic

M2 Address, Write
Data & Control

Multiplexer
52 Read Data & Control

M5

hMultiplexer

8 b

Multiplexer

Arbitrator
Logic

Arbitrator
Logic

Request and
arbitrator logic

Simultaneous multi-
master system that
permits bus transfers
between two masters
and two slaves.

Master Request Slave | Multiplexer control that connects the wait and data signals

(MRS) from multiple slave ports to a single master port.
Master Select Multiplexer control that connects the data and control
Granted (M3SG) signals from multiple master ports to a single slave port.
VWait Input to each master port that indicates that the bus

transfer should be held when the desired slave port cannot
be accessed immediately.
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Standard Bus Architectures

AMBA 2.0, 3.0 (ARM)
CoreConnect (IBM)

Avalon (Altera)

STBus (STMicroelectronics)
Sonics Smart Interconnect (Sonics)
Wishbone (Opencore)

Pl Bus (OMI)

MARBLE (Univ. of Manchester)
CoreFrame (PalmChip)




STBus

Consists of 3 synchronous bus-based
interconnect specifications

= Type 1

* Simplest protocol meant for peripheral access
= Type 2

* More complex protocol

 Pipelined, SPLIT transactions
= Type 3

* Most advanced protocol

* OO transactions, transaction labeling/hints




Type 1 and 3

Type 1

* Simple handshake mechanism

e 32-bit address bus

 Data bus sizes of 8, 16, 32, 64 bits

* Similar to IBM CoreConnect DCR bus
Type 3

* transaction completion

e Requires only single response/ACK Supports all
Type 2 functionality

* OO for multiple data transfers (burst mode)




Type 2

Supports all Type 1 functionality
Pipelined transfers

SPLIT transactions

Data bus sizes up to 256 bits

Compound operations

= READMODWRITE: Returns read data and locks slave till same
master writes to location

= SWAP : Exchanges data value between master and slave

= FLUSH/PURGE: Ensure coherence between local and main
memory

= USER: Reserved for user defined operations




STBus Arbitration

e Static priority

Non-preemptive

* Programmable priority

* Latency based

Each master has register with max. allowed latency (clock cycles)

If value is O, Each master also has counter loaded with max.
latency value when master makes request

Master counters are decremented at every subsequent cycle
Arbiter grants access to master with lowest counter value

In case of a tie, static priority is used

* Higher priority master must be granted bus access as soon as it
requests it.




STBus Arbitration

 Bandwidth based
= Similar to TDMA/RR (Round Robin) scheme

 STB

= Hybrid of latency based and programmable priority schemes

" |n normal mode, programmable priority scheme is used

= Masters have max. latency registers, counters (latency based)

= Each master also has an additional latency-counter-enable bit

= |f this bit is set, and counter value is 0, master is in “panic state”

= |f one or more masters in panic state, programmable priority
scheme is overridden, and panic state masters granted access

 Message based

= Pre-emptive static priority scheme




Socket-based Interface Standards

Defines the interface of components
" Does not define bus architecture implementation

= Shield IP designer from knowledge of interconnection system,
and enable same IP to be ported across different systems

= Requires Adaptor components to interface with implementation

Memory 1 CPU 1 CPU 2
Sockat IF Sockst IF Socket 1
Adaplor Adaplor Adaphar

Bus architecture fabric (AMBA, CoreConnect, STBus, etc.)

Adaptar

Socket V'F

Memory 2

Adaplor

Skt KF




Socket-based Interface Standards

 Must be generic, comprehensive, and configurable
= to capture basic functionality and advanced features of a wide
array of bus architecture implementations
* Adaptor (or translational) logic component
= Must be created only once for each implementation (e.g. AMBA)
= —adds area, performance penalties, more design time
" + enhances reuse, speeds up design time across many designs

e Commonly used socket-based interface standards
= Open Core Protocol (OCP) ver 2.0
* Most popular — used in Sonics Smart Interconnect

= VSIA Virtual Component Interface (VCI)
* Subset of OCP




OCP 2.0/3.0
Open Core Protocol

Point-to-point synchronous interface
Bus architecture independent

Configurable data flow (address, data, control)
signals for area-efficient implementation

Configurable sideband signals to support
additional communication requirements

Pipelined transfer support

Burst transfer support

OO (out-of-order) transaction completion support
Multiple threads




OCP 3.0 Basic Signals

Name Width Driver Function
Clk ] varies Clock input
EnableClk 1 vares Enable OCP clock
MAddr configuraple master Transfer address
MCmd 3 master Transfer command
MData configurable master Write data
MDataValid 1 master Write data valid
MRespAccepf ] master Master accepts
response
SCmdAccept ] slave Slave accepfs fransfer
SData configurable slave Read data
sDataAccept ] slave Slave accepfs write
data
SResp 2 slave Transfer response
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Example: SoC with Mixed Profiles

MPEG2
CPU decoder DMA
X-bus packet read Bridge o 1 data Register |y Blockdata flow or OO
- flovw ACCESS systermn interface TBD
¥-bus packet write———"" ‘e Sequential undefined
length data flow
: '3
Media
OCP-Based interconnect ___ 4 controller
F
Register
ACCEesS
H-bus profile o 00 memory
Bridge interface TBD
subsystem DRAN Fequest —
| | | controller Responss

UART USE PCI
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Summary and Conclusions

e Standards important for seamless integration of SoC IPs
= avoid costly integration mismatches
* Two categories of standards for SoC communication:
= Standard bus architectures
* define interface between IPs and bus architecture

» define (at least some) specifics of bus architecture that
implements data transfer protocol

e e.g. AMBA 2.0/3.0, CoreConnect, Sonics Smart
Interconnect, STBus

= Socket based bus interface standards (e.g. OCP 2.0)
* define interface between IPs and bus architecture

* do not define bus architecture implementation
specifics
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